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Abstract

This study aims to create a model of an opinion detection system that will be used as a system to prevent violations of
the ITE Law. Source of opinion from Indonesian-language twitter. The system was developed using web crawler
technology and text mining with the implementation of one of the classification methods. This means that the research
does not focus on sentiment analysis.

A web crawler with a focused crawling algorithm can make it easier to find legal sources that are used as guidelines
for identifying violations from a user's opinion. The source of law in question is the ITE Law. The resulting
convenience is being able to compile document sources on only specific topics and crawl relevant areas of the web.
The resulting impact can reduce the amount of network traffic, resulting in significant savings in hardware and network
resources.

Opinion Mining in this research uses the Naive Bayes Multinominal Text (NBMT) algorithm. This algorithm is one
of the algorithms in accordance with the opinion classification of twitter, capable of producing good accuracy. Another
result obtained from the implementation of the NBMT algorithm is the speed of the process in the opinion
classification process.

The resulting model is used as an alternative that can be used to prevent opinions that have potential violations,
especially the ITE Law. To be more perfect, the author plans to develop research that focuses on opinion mining which
has better accuracy, especially the detection of violations of the ITE Law.
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1. Introduction

The application of the Information and Electronic Transaction Law (UU ITE) in 2008 saw an increase in criminal
cases against community activities in cyberspace. Based on the records of The Institute for Criminal Justice Reform
(ICJR) quoted in the book (Arum et al. 2022) there was an increase in sentences of 96.8% in the 2016-2020 period.
Cases that occur are generally due to the public's lack of understanding of this law (Kusumo, et al. 2021)

Based on these facts, this research was conducted in order to provide a solution in the form of a detection system that
could prevent more victims from occurring.

1.1 Objectives

This research was conducted with the aim of creating a web technology-based system model that is used as an Early
Warning System (EWS) for social media users in order to prevent criminal acts caused by postings in the form of
opinions.

The proposed model uses the Text Mining method and the Web Crawler method. The Text Mining method used in
opinion detection applies the Multinominal Naive Bayes algorithm. The Web Crawler method with the Focus Crawler
algorithm is used as an opinion search technique in social media. In this study, the data used came from Twitter,
especially those containing opinions that violated the rules and were used as a corpus. The focus of research on
violations of the ITE Law article 27 paragraph 3 is defamation.
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2. Literature Review

2.1 Text Mining

Text mining is used as text classification. By classifying the process of determining a text, it takes a long time and
risks finding the meaning of the expanded data from the results of the topics needed. Naive Bayes Classifier (NBC) is
one of the algorithms used in text classification (Kalokasari et al. 2017). This section will discuss some of the results
of research using NBC.

Zhirui and Chunyan (2020) conducted research on hotel reviews. The background of the problem is that previous
studies have shown that there are many special high-frequency words but are not related to emotional tendencies and
have the opposite effect, namely a decrease in classification efficiency and accuracy. The research proposal is to
provide a naive Bayes multinominal model combined with hotel comment characteristics to expand the list of stop
words. Another target is that this method is also used for feature selection.

The results of the study show that with the above proposal, an increase in classification precision is obtained and after
using an expanded list of stop words it has a small impact on the classification results but has increased operating
efficiency to a certain extent. This research has shown that an extended list of stop words and this method can filter
out features that have little effect on the classifier and reduce misclassification effectively.

Purwiantoro and Aditya (2020) conducted research on the classification of posts on social media. The targeted
classification means SARA (Ethnicity, Religion, Race and Intergroup), radical and hoax. This study aims to apply the
naive Bayes multinominal algorithm in order to justify opinions originating from Twitter.

The results showed that the naive Bayes multinominal algorithm is good for classification in the form of documents
because it is capable of producing a high accuracy of 99.62%. The classification process does not take long, which is
around 0.16 seconds.

Xue et.al (2019) conducted research on analyzing Chinese comments. The aim of this study was to examine the effect
of the sentimental classification of Chinese texts based on Naive Bayes applied to the Chinese language review of the
film Douban. The stage of the research was to pre-process the text to compile training texts and test texts, as well as
to analyze the emotional tendencies of the test texts with the sentimental classifiers that were made.

The results obtained show that the sentimental classifier based on the Naive Bayes algorithm effectively embodies the
emotional classification of Chinese reviews of Douban's films. However, there are drawbacks in this experiment.
Differences in emotional words in different fields and differences in vocabulary that express emotions in different age
groups can lead to inevitable mistakes.

Alsanad (2018) conducted research on the detection of Arabic topics using Discriminative Multinominal Naive Bayes
and Frequency Transforms. The research background because several studies on the classification of Arabic texts in
recent years need improvement to improve accuracy and efficiency. This study proposes an effective approach in
Arabic text classification and topic detection using discriminatory multi nominal naive Bayes (DMNB) for the
classifier process and frequency transformation. The proposed approach includes three main steps: Arabic text
preprocessing, extraction and normalization of Arabic text features, and Arabic text classification.

The results obtained using the 10-fold cross-validation test technique show that the accuracy of the proposed approach
is better than the state-of-the art approach. For development it is necessary to extend the approach with feature
selection and reduction algorithms.

Adikara et al. (2020) conducted research to detect cyberbullying in Instagram comments. Detection targets will be
divided into two classes, one classification is cyberbullying and the other is non-cyberbullying. The algorithm used is
the Naive Bayes Classifier with Bag of Words and Lexicon based features. Bag of Words features are extracted from
the terms that appear in comments and Lexicon based features are extracted using a dictionary or what is commonly
known as the sentiment lexicon.

The results of the study show that the algorithm can be used to detect comments that are classified as cyberbullying
on Instagram through several stages. This study uses a small dataset, but using a combination of the Bag of Words
feature together with Lexicon-Based Features obtains higher performance than using the features independently.
Applying 5-fold cross-validation, the system produces good accuracy and precision for detecting cyberbullying on
Instagram.
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2.2 Web Crawler
The presence of internet technology has the consequence of having a large amount of data which is known as big data.
Data on the internet is not easily stored in a database locally because big data has various forms. Search engines like
Google are only able to collect raw data but cannot provide accurate information. Web crawlers are an alternative
solution to the shortcomings of search engines. (Yu et al. 2020).
Yu et al (2020) define a web crawler as a computer program that browses hyperlinks and indexes search results. The
purpose of this technique is for crawlers to perform accurately and quickly in retrieving information on the internet.
The same definition is given by Kausar et al (2013) which states that web crawlers are programs or software or
programmed scripts that browse the world wide web systematically and automatically. Web crawlers will browse page
to page by using the graphical structure of the web page. Based on these two definitions, it can be concluded that a
web crawler is a computer program created with the aim of tracing hyperlinks using a directed graphic structure,
indexing results so that processing can be fast and accurate.
There are several crawling techniques commonly used, namely :
A. General Purposed Crawling | Generic Web Crawlers
General Purposed Crawling works by collecting as many search results web pages as possible from certain
hyperlinks. Web pages are retrieved in bulk from several different hyperlinks. The results of the General Purposed
Crawling process are a little slow because it browses search targets from various sources. (Kausar et al. 2013)
B. Focused Crawling | Focus Web Crawlers
Focused web crawlers perform searches for specific web sites, thereby saving significant amounts of time, disk
space and network resources. This is due to fewer pages being stored due to the focus on certain topics. (Yu et al.
2020)
C. Distributed Crawling
The Distributed Crawling technique runs several processes together to browse and download pages from the Web.
(Kausar et al. 2013)
D. Incremental web crawlers
There are differences between Incremental Crawlers and General Purposed Crawling, especially in different search
strategies. The Incremental Crawler implements a schedule that signals web pages and databases to crawl again at
certain intervals based on some refresh policy. This technique focuses on the time interval between two changes
to the same database, then searches data independently based on the change frequency of each web page and each
deep web database. (Yu et al. 2020)

3. Methods

The Naive Bayes Multinominal Text algorithm is used because it is suitable for the classification of opinion data from
Twitter (Purwiantoro and Aditya 2020). In addition to having this suitability, this algorithm also has very good
accuracy results, which is approximately 89.58%. This is reinforced by the number of studies conducted by previous
researchers which has been described in the literature review section.

The focus web crawler was chosen in this research because it will browse pages with a certain topic, namely UU ITE.
Consider using this technique because it can save a lot of time, disk space, and network resources. Implementation of
a focused web crawler by implementing a module to filter web links, namely the web page rating module.

This web page assessment module works to obtain the content of the ITE Law, the web page relevance evaluator will
compare the relevance between the content on the web page and the topic.

4. Data Collection (12 font)

This study uses data sourced from Twitter in Indonesian-language with the specific topic of opinion that violates the
ITE Law. Data is taken without the span of the year of occurrence because of the difficulty in obtaining the
appropriate sources. This data is used as a reference for the opinion mining process.
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5. Results and Discussion (12 font)

In accordance with the research title, the focus of the research carried out by researchers is the creation of a system
model that will be used as a tool for detecting potential violations of laws. The violations that were used as objects
were violations of the 2008 ITE Law.

The model design is made into 2 parts, namely part A and part B. Part A seen in figure 1 is the initial part of the model
where process number 1 is designed in the form of a user text writing feature on social media. This feature in the study
was prepared with web technology. The written text will be stored as a text block (humber 2) and will be processed
by the "classification™ module to be processed using the text mining method in the image as number 3. The processed
"classification” results will be stored and using the web crawling method will be adjusted to the ITE Law which
located on the Ministry of Communication and Information website. This crawling stage uses the Focused Crawling
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Figure 1. System Model Design part A.

The next process, namely part B, is shown in Figure 2. This section will carry out the process of adjusting the results
of "classification™ at the target site, namely the Ministry of Communication and Information which is described as
number 5. The adjustments made to the results of "classification" are matched with Article 27 paragraph 3 concerning
defamation (number 6). The research object is limited to defamation cases in order to focus more on design with the
aim of preventing violations. The result of the adjustment is in the form of a user entry classification which is
commonly known as an opinion. If the classification process is fulfilled, then this system model will display a message
"potential” violation at the user layer (humber 7).
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Figure 2. System Model Design part B.

To test this model, an application prototype is made by implementing several algorithms to support the model. The
text classification section uses the Naive Bayes Multinominal Text algorithm. In the prototype the researcher does not
code but only utilizes existing libraries and mixes and matches them with python. The web crawler section uses a
focused crawler algorithm. In order for the model implemented in the form of a prototype to be seen, the results need
to be tested with the prepared sampling data.

Testing carried out on the prototype is black box testing. Based on Setiawan (2021) on the decoding site Black Box
Testing is testing of software that is carried out to observe input and output results without knowing the code structure
of the software. This test is generally carried out at the end of development with the aim of knowing whether the
software can function properly. Prototype testing, especially the text classification section.
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5.1 Results
Prototyping the Web Crawler section as described in the design model was coded with the target website of the
Ministry of Communication and Information and the text of the law on "pencemaran nama baik". Figure 3 below is

part of the web crawler coding.

import nest_asyncio

nest_asyncio.apply()

import twint

¢ = twint.Config()

c.Search = 'pencemaran nama baik'
c.Limit=10

c.Pandas = True

twint.run.Search(c)

Tweets_df = twint.storage.panda. Tweets_df
Tweets_df.head()
Tweets_df.to_csv("data.csv", index=False)

Figure 3. Example of Coding Focused Crawler.

The results obtained from Web Crawling are good, which means that the selection of Focused Crawling for research
needs is appropriate because it also proves that the process is carried out quickly and saves disk space.

In the text user classification section, it was found that the recognition accuracy was not good. For some data entries
in accordance with the applied data sampling algorithm can determine the classification that has the potential for
violations. There are results that cannot be recognized as having potential violations. The source of the data used was
user text (opinion) entries which were factually disputed but in this study gave the opposite result. The results of the
classification test can be seen in Figure 4.

Analisa Sentimen

Tidak berpotensi UUITE

Bunuh dan seret semua jajaran PEMDA KLU kalau tidak segera merealisasikan

berpotensi UUITE

Gara-gara bangga jadi kacung WHO, IDI dan RS seenaknya mewajibkan semua
orang yang akan melahirkan dites Covid-19.

berpotensi UUITE

Figure 4. Text Classification Test Results
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Based on the black box testing method used which cannot see the structure of the code created, the analysis that can
be done from these results is:
1. The NBMT algorithm is not suitable for analyzing text contained in laws in Indonesian
2. Incomplete corpus owned in research. The concept of making a corpus is done by collecting several
opinions on the case that are found on the internet. But in fact the opinions found are not comparable to the
existing cases.
3. There are not many studies that discuss specifically violations of the ITE Law

5.2 Proposed Improvements

Based on the results presented, it is necessary to develop further research with special discussion topics or
research that focuses on existing sub-sections. The sub-section referred to here is the Classification section that
needs to make a special research topic for text analysis contained in the law. There is still an opinion that legal
sentences have multiple interpretations. This opinion was quoted from the online legal site page dated 15 July
2014 regarding Guidelines for understanding legal norms. Based on this fact, it is very interesting to conduct
research in the field of text mining or natural language processing (NLP). Another interesting topic is the analysis
of public opinion which has the potential to violate laws not only in the ITE Law but other legal products. The
goal is to see patterns of opinion that tend to potentially violate the law.

6. Conclusion

The model created has good potential to be implemented considering the results found in the prototype trials are quite
good. The application of a focused web crawler algorithm contributes to a short process. The algorithm used to carry
out text classification gives results that are not completely failures. The resulting model is used as an alternative that
can be used to prevent opinions that have potential violations, especially the ITE Law.

Specifically for the text classification section, it is necessary to develop research that focuses on this topic by using
other algorithms or analyzing specifically the topic of texts in Indonesian laws and opinions in languages that have
potential violations.

In the future works, the author plans to develop research that focuses on opinion mining which has better accuracy,
especially the detection of violations of the ITE Law.
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